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AI Landscape
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An engineered system that generates outputs such as content, forecasts, 
recommendations or decisions for a given set of human-defined objectives

(International Organisation for Standardization and the International Electrotechnical Commission ISO/IEC 22989)
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What AI Tools did I use for this presentation
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● Build my understanding: NoteBook LM

● Find content: Perplexity

● Summerise key points: ChatGPT

● Image generation: Napkin
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Is your board AI ready?

1
1



● How often do you use AI?
(Daily, Weekly, Monthly, Rarely)

● Does your board have an 
approved AI policy in place?
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68% of directors don't 
have a board-approved 
AI policy
(IoD Ireland, 2024)
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75% Not Aware of Scope of 
New EU Legislation on AI
(IoD Ireland, 2024)
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Is your board AI ready? (IOD)
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● 41% are not aware of their own personal liability for severe organisational 
non-compliance with cybersecurity rules

● 36% see AI as a key tool for improving operational efficiency and 
competitiveness

● 26% are experimenting with Generative AI

● +60% of Irish directors/senior executives still do not use AI in any way in their 
organisations

15



AI and the role of the board
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Strategic awareness questions to ask
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● How AI is currently used by the company and its competitors.
● How AI may disrupt the company’s business and industry.
● The strategic implications and risks associated with AI products and services.
● The impact of AI applications on the workforce and other stakeholders.
● The implications for compliance with legal, regulatory, and ethical obligations.
● How is/should AI be used to support the delivery of the organisational strategy
● and related business goals?
● The governance implications of the use of AI and related policies and controls.
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Strategic alignment questions to ask
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● How is AI currently being used to deliver business goals?
● What investments are we making in relation to the development and use of AI 

systems?
● How can we leverage AI in a responsible way to achieve our organisational strategy?
● What sorts of problems and challenges can or should AI systems be used to solve?
● Under what circumstances would we conclude that AI is not the right tool for the job?
● What is our overall assessment of the evolving balance between the risks and 

benefits of AI systems to drive business value?
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● AI is transformative & disruptive, boards need to consider:
○ How AI is currently used, 

■ Which departments use it, how is it being used
■ Objectives & metrics: Enhance customer experiences, improve efficiency, reduce costs etc.

■ Guardrails, data integrity, bias
○ How AI may change your industry (and how your organisation should proceed)

○ Strategic opportunities 
○ Operational risks: financial, compliance, reputational

AI & Strategy
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● Opportunities: Boards & management should explore how AI can help achieve 
objectives, create new products/services, and support new revenue streams.

● Disruption: Boards must consider AI's potential to disrupt industries,  business 
models, and take preemptive measures

● Know the risks: AI is data-dependent, posing risks such as data bias, algorithmic 
errors, privacy violations, cybersecurity breaches, data rights and societal harm.

● Risk Management: AI can detect financial fraud, automating cybersecurity defenses, 
and ensuring compliance with various policies.

AI & Strategy
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Boards should consider how the 
company’s use of AI is impacting 
employees and the talent pipeline, 
whether employees are being trained to 
use AI in a manner that leverages their 
skills and mitigates AI risks, and 
what types of policies should be 
implemented to encourage appropriate 
use of AI by employees for approved 
use cases

Holly Gregory, Sidley Austin. Harvard Law School24



Case Study
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● KPMG launched KymChat in March 2023 as an internal Generative AI system for 
employees, initially to assist in finding experts but later expanded for various uses 
including answering policy questions and preparing draft client advice.

● KymChat was built on Microsoft Azure's OpenAI Service, ensuring client data 
remained within KPMG's environment, maintaining privacy and confidentiality 
standards.

● KPMG implements strict data governance processes, assessing data for 
ownership rights, lineage, provenance, and bias to ensure appropriate and lawful 
use.

● The company follows a permission-based approach, only including data in 
KymChat after confirming usage rights.

● When using client-related material, KPMG anonymizes the content, removing 
identifying or confidential information with client consent.

● KPMG's legal team provides sign-off on all data used by KymChat.
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The Impact of AI
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● Boards need to consider how their organisation use of AI can impact:  
employees, customers, stakeholders, supply chain and the environment.

● Workforce: Hire skills needed, provide training, align to PDPs, develop robust 
policies, ensure compliance, 

● Protection: Limit bias in AI outputs/decisions and comply with relevant 
regulations (EU, US, local)
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AI & the Role of the Board
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UK: Several initiatives under review

● UK Department for Science, Innovation, and Technology published a white 
paper, AI Regulation: A Pro-Innovation Approach, with a proposal intended to 
encourage responsible innovation and reduce regulatory uncertainty.

● The UK Information Commissioner’s Office updated its Guidance on AI and 
Data Protection, including guidance on how to apply the principles of the UK’s 
General Data Protection Regulation to the use of information in AI systems.
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Tips
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● Boards must understand AI’s role in the business, its opportunities & risks

● Strategy leads technology (align AI usage to company values & objectives) 

● Address risks such as data & algorithm bias, ensuring diverse and 
representative data, and promote algorithm transparency

● Establish reporting lines, metrics for AI effectiveness, and receive regular 
updates on AI use
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The board should have an 
understanding of…

● How the business and industry could be disrupted by 
AI

● How AI is used in company processes and third-party 
products used by the company

● How the company is positioned to leverage its data 
assets and how this will be managed

● The AI governance system management has put in 
place, including whether the system has appropriate 
input from relevant business functions
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The board should seek 
management’s input on
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● How resilient the company’s use of AI is 
(cybersecurity, operations, data management)

● Metrics and reporting
● What proof of concept will look like, and how to test 

for efficacy and compliance as an AI initiative 
launches/develops over time

● What the key risks are and what risk mitigation tools 
are available

● Whether there are material disclosure considerations 
relevant to any audience (such as users, regulators, 
business partners, or shareholders).
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Compliance and Controls
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US:  No comprehensive AI regulation   (Trump???)

● Enactment of the National Artificial Intelligence Initiative Act of 2020 (NAIIA).
● Federal agencies’ guidance and enforcement activities provide sections 

related to AI
● The Blueprint for an AI Bill of Rights.
● Proposed: Algorithmic Accountability Act of 2022, DEEP FAKES Accountability 

Act of 2021,  SAFE Innovation Framework
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EU:  EU Artificial Intelligence Act (EU AI Act) 

● Holds AI developers, providers, and users accountable.
● Gaps remain: Copyright material in training data, generation of illegal content etc.
● A risk-based regulatory scheme on 4 levels:

○ Unacceptable: AI applications that pose clear threats to safety, livelihoods, or 
human rights, such as certain remote biometric identification systems in public 
law enforcement, will be banned except in limited circumstances.

○ High-Risk: High-risk AI includes uses that impact safety, health, employment, or 
education, such as in transportation or surgical applications.

Compliance and Controls
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Summary
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Questions?
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Thank you

info@thecorporategovernanceinstitute.com
www.thecorporategovernanceinstitute.com


