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Before we get started
Today’s webinar is scheduled to last 1 hour inclusive 
of Q&A.

The presentation will last approximately 25 - 35 minutes. 
So we will have plenty of time for your questions.

The slides will be shared and can be accessed in the 
chat box.

The webinar recording and slides will be available on 
The Corporate Governance Institute website tomorrow.

This webinar is being recorded and will be sent out in 
tomorrow’s newsletter. → Please note that the slides will 
not be sent out today and therefore you should access 
them now.

We have a global network of members and followers. 
Say hello and tell us your name and where you are 
tuning in from in the chat box.

Have a question? Pop it into the Q&A box, so that we can dive straight into the questions 
when we get to our dedicated Q&A.



I’m the CEO and founder of AI marketing simulations 
company Novela. Our users and customers at Columbia, 
Imperial, and many others love what we do!

I have worked with business schools at the University of 
Cambridge, Imperial College London, and Columbia 
University to design and deliver their executive-education 
courses on data analytics and digital marketing. I am also 
a faculty professor of entrepreneurship and management 
at Hult International Business School.

In 2024, I have delivered keynote speeches on AI at 
leadership events in Latin America, Europe, and the US.

Hi! I’m Clark Boyd
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Novela: Using AI to Bring 
Marketing Education to Life



Coming Next: Novela for AI 
Leadership Skills



- From Compliance to 
Culture

- Steps to Implement 
Responsible AI

- Balancing Innovation 
with Ethics

Today
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What Really Is “Responsible AI”?



It’s A Lot of Things to A Lot of People



What Is A Responsible AI Culture?

A responsible AI culture is one that develops, uses, and 
implements artificial intelligence (AI) in a way that benefits 
society and is ethical. 

It involves ensuring that AI use aligns with laws, 
regulations, and societal values. 



Why Does It Matter? 
Let’s Take An Example

GreenLife Homeware is a 
thriving retailer specialising in 
eco-friendly products, with 200 
employees and a loyal 
customer base.



How Did They Use AI?

Recently, they implemented AI tools for:

1. Personalised Marketing: Analysing 
purchase history to recommend 
products.

2. Dynamic Pricing: Adjusting product 
prices based on demand and competitor 
trends.

3. Inventory Management: Using 
predictive analytics to anticipate 
seasonal demand.

GreenLife is compliant with GDPR and other relevant data privacy laws. However, the 
leadership views AI as purely a technical tool and has not invested in embedding ethical 
practices.



Great! So, What Went Wrong?

Bias in Personalised Marketing

● What Happened: Their recommendation 
system heavily favored high-margin items, 
pushing eco-conscious customers to 
expensive, non-essential products.

● Outcome: Loyal customers felt 
manipulated, expressing anger on social 
media about "greenwashing" tactics.

● Why It Matters: The AI optimised for profits 
without considering brand values or 
customer trust.



Dynamic Pricing Gone Awry

● What Happened: During a heatwave, AI 
raised prices on reusable water bottles. 
Customers accused GreenLife of exploiting 
environmental needs, resulting in local news 
coverage labeling the company "profiteers."

● Outcome: Loss of public trust and a 20% drop 
in sales that quarter.

● Why It Matters: Without human oversight, the 
system lacked the nuance to understand 
ethical implications of price adjustments.

Great! So, What Went Wrong?



Predictive Analytics Misfire in Inventory

● What Happened: The AI overestimated 
holiday demand for a poorly-reviewed 
product, leading to excess stock. Meanwhile, 
popular items ran out, frustrating customers 
during a critical sales period.

● Outcome: Financial losses and a tarnished 
reputation for reliability.

● Why It Matters: Decisions were based solely 
on historical data without accounting for 
customer feedback or market shifts.

Great! So, What Went Wrong?



The Root Causes



What Should They Have Done?
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How Can We Get 
There?



1. Leadership Commitment

Leadership sets the tone for responsible AI adoption 
across an organisation. When senior executives 
prioritise AI ethics, it signals its importance and 
integrates it into core business values. This includes 
appointing dedicated leaders or committees to 
oversee ethical AI practices.

Tip:
Establish a Responsible AI Council chaired by top 
executives to oversee AI initiatives, ensuring they 
align with organisational values and ethical 
standards.



Establish 
Responsibilities for 
Different Use Cases



2. Develop Clear AI Principles and Policies

A solid foundation of AI ethics requires well-defined principles and 
policies aligned with global standards. These policies guide the 
design, deployment, and governance of AI systems, ensuring 
fairness, transparency, and accountability.

Align your AI ethics policies with frameworks like the OECD AI 
Principles or the EU AI Act to ensure consistency with international 
best practices.

Example:
A company creates transparent documentation detailing each AI 
system's purpose, data sources, and decision-making processes, 
enabling stakeholders to understand and trust the system.



3. Cross-Functional Collaboration

Ethical AI requires collaboration across 
diverse disciplines. Multidisciplinary 
teams bring varied expertise to AI 
development, enabling a more 
comprehensive approach to identifying 
and addressing ethical risks.

Tip:
Form governance structures with 
representatives from AI, legal, ethics, and 
domain experts to ensure balanced 
decision-making and address ethical 
challenges holistically.



4. Training Programs for All Staff



How Much Does the Average Employee 
Know About ChatGPT’s Privacy Policy?



5. Integration of Ethical AI into Risk 
Management

Embedding ethical AI into risk 
management frameworks helps 
organizations proactively identify and 
address risks, ensuring systems operate 
within ethical boundaries.

Adopt the NIST AI Risk Management 
Framework to systematically evaluate 
AI-related risks and develop mitigation 
strategies.



6. Stakeholder Engagement and 
Transparency

Transparent communication about AI initiatives builds trust with 
stakeholders, fostering collaboration and accountability. Feedback 
mechanisms ensure concerns are heard and addressed.

Tip:
Create a dedicated AI ethics portal for stakeholders to access information 
on AI projects, raise concerns, and provide feedback.

Example:
A company publishes an annual Responsible AI report detailing 
objectives, benefits, and risks of its AI systems, demonstrating 
transparency and accountability.



What About 3rd-Party Vendors?



7. Monitoring and Continuous 
Improvement

AI systems evolve, requiring continuous monitoring and 
adaptation. Regular updates to policies and practices ensure they 
stay aligned with technological and regulatory advancements.

Tip:
Define key performance indicators (KPIs) to measure the success 
of ethical AI initiatives and make iterative improvements.

Example:
The company tracks metrics like reduced bias in AI decisions and 
increased stakeholder trust, using the data to refine their 
responsible AI policies over time.
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Incentivising Ethical Innovation

Foster a culture where ethical considerations are not seen as barriers but as 
opportunities to innovate responsibly. Highlight and reward successes where 
innovation aligns with ethical principles, ensuring these practices become standard 
across the organization.



The Ethical AI Canvas
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Aligning Innovation 
with Responsible AI





In Summary 

A responsible AI culture is one that develops, uses, and 
implements artificial intelligence (AI) in a way that benefits 
society and is ethical. 

It involves ensuring that AI use aligns with laws, 
regulations, and societal values. 



How Can We Get There?



Questions?
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Thank you

info@thecorporategovernanceinstitute.com
www.thecorporategovernanceinstitute.com


