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Before we get started
Today’s webinar is scheduled to last 1 hour inclusive 
of Q&A.

The presentation will last approximately 25 - 35 minutes. 
So we will have plenty of time for your questions.

The slides will be shared and can be accessed in the 
chat box.

The webinar recording and slides will be available on 
The Corporate Governance Institute website tomorrow.

This webinar is being recorded and will be sent out in 
tomorrow’s newsletter. → Please note that the slides will 
not be sent out today and therefore you should access 
them now.

We have a global network of members and followers. 
Say hello and tell us your name and where you are 
tuning in from in the chat box.

Have a question? Pop it into the Q&A box, so that we can dive straight into the questions 
when we get to our dedicated Q&A.



I’m the CEO and founder of AI marketing simulations 
company Novela. Our users and customers at Columbia, 
Imperial, and many others love what we do!

I have worked with business schools at the University of 
Cambridge, Imperial College London, and Columbia 
University to design and deliver their executive-education 
courses on data analytics and digital marketing. I am also 
a faculty professor of entrepreneurship and management 
at Hult International Business School.

In 2023, I delivered keynote speeches on AI at leadership 
events in Latin America, Europe, and the US.

Hi! I’m Clark Boyd
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http://novela.ltd
https://www.linkedin.com/in/clark-boyd-digital/


Novela: Using AI to Bring Marketing 
Education to Life



- AI: A quick recap
- Challenges in AI 

governance
- Principles of AI 

governance for success
- Q&A

Today
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Key Questions for Today

● Are current corporate governance frameworks adequately 
equipped to handle the unique challenges and rapid 
development of AI technologies?

● In what ways can corporate boards balance profit motives with 
the ethical and safety imperatives of AI deployment?



What is AI?
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Artificial Intelligence (AI) refers to 
the simulation of human 
intelligence in machines that are 
programmed to think like 
humans and mimic their actions. 

The term may also be applied to 
any machine that exhibits traits 
associated with a human mind 
such as learning and 
problem-solving.



$15.7tr

Potential 
contribution to 
the global 
economy by 
2030 from AI

AI: The Business Opportunity



Large Language Models
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LLMs Repeat the Distribution of the Source 
Data

1
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Example Application: Health
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Example Application: Health
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AI’s ability to analyze large 
datasets is transforming the 
field of precision medicine. 
By analyzing a person’s 
genetic makeup, lifestyle, 
and environmental factors, 
AI can help design highly 
personalized treatment 
plans. 



Example Application: Health
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The Role of Corporate Governance



A Traditional Corporate Governance Structure



The OpenAI Governance Structure
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Challenges in AI 
Governance

Lorem ipsum 
dolor sit amet



Why is AI Challenging for Corporate Governance?

Speed & Complexity

Ethical Implications

Control

Profit vs. Safety

Knowledge 
Requirements



Speed 
& Complexity

This new age requires more agile 
governance that can adapt to 
new technological developments



Ethics: AI Repeats Our Biases



AI and Historical Bias



AI and Sample Bias



AI and Label Bias



AI and Aggregation Bias



AI and Confirmation Bias



Control: AI is Unpredictable

Generative AI tools 
can “hallucinate”. 

While they always aim 
to be plausible, they 
can stray from their 
guidelines and cause 
damage. 



Control: What if.. 

A company hands over significant decision-making power to AI.

The AI recommends a course of action that goes beyond normal human reasoning.

A US military chief gave this example: 

What if AI tells me to bomb an opera house in Paris to end a war between China and the US? 

It could be strategic genius or utter madness. If the AI cannot explain or show reasoning, it is unwise to follow 
its recommendation. The more important the decision, the clearer it must be. 

Transparency and accountability sometimes have to outweigh AI’s potential for advanced reasoning. 



Control: AI Can Manipulate Us



Control: And We Can Manipulate AI



The Alignment Problem: Profit and Safety

AI alignment is the issue of how we can encode AI systems in a way that is compatible with human 
moral values.



Knowledge 
Requirements

Knowledge Requirements at Board Level



Questions to Ask at Board Level
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Principles of AI 
Governance

Lorem ipsum 
dolor sit amet



Critical Success 
Factors for AI in 
Business
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Strategy: What will AI enable you to do that you couldn’t do 
before?

Implementation: The right technology, tools, and 
measurement to deliver on the strategic goals
 

Data Quality: The data needs to be accurate, 
relevant, complete, and cleaned 

4 Skills and Expertise: Data scientists and AI specialists - 
but also domain experts who understand the context in 
which the AI is being applied. 



Fundamental Principles of AI Governance



EU AI Act: Risk Assessment



Risk Assessment Architecture



In Summary

Speed & Complexity

Ethical Implications

Control

Profit vs. Safety

Knowledge 
Requirements

● Implement agile 
governance structures

● Engage diverse stakeholders for 
an AI-specific framework

● Establish clear accountability for 
AI-driven decisions

● Align incentives with both 
corporate and ethical initiatives

● Enhance board education; recruit 
specialist advisors



Questions?
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Thank you

info@thecorporategovernanceinstitute.com
www.thecorporategovernanceinstitute.com


